
L1: Entropy is a measure of the purity of a dataset 

(interval) S The higher the entropy, the lower the purity of 

the dataset 

 

 

Algorithm: evaluate all possible splits and choose the best 

one (with the lowest total entropy); repeat recursively until  

stopping criteria are satisfied (e.g. user specified number 

of splits is reached) 

Normalization and standardization 

Euclidean and Manhattan distance 
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L2 KNN: 

•categorical (nominal) - their values belong to a pre-

specified, finite set of possibilities  

• numeric (continuous) - their values are numbers 

 

Training 

Classification (prediction for a new example)  

• Compare each unseen example with each training 

example  

• If m training examples with dimensionality n => lookup 

for 1 unseen example takes m*n computations, i.e. O(mn) 

Variations more efficiently: KD-trees & ball trees 

 

Choice of k 

K-Nearest Neighbor is very sensitive to to the value of k  

• rule of thumb: k  sqrt(#training_examples)  

• commercial packages typically use k=10 

•more nearest neighbors increases the robustness to noisy 

examples 

also for regression : average value of the class values 

(numerical) of the k nearest neighbours 

 

Nominal Data:  

difference = 0 if attribute values are the same  

difference = 1 if they are not 

 

Example: 2 attributes = temperature and windy 

temperature values: low and high windy values: yes and 

no ex.1= {high, no} ex.2 = {high, yes} d(A,B) =(0+1)1/2=1 

(Euclidean distance) 

 

Weighted nearest neighbor 

Idea: Closer neighbors should count more than distant 

neighbors  

• Distance-weighted nearest-neighbor algorithm  

• Find the k nearest neighbors  

• Weight their contribution based on their distance to the 

new example  

• bigger weight if they are closer  

• smaller weight if they are further  

• e.g. the vote can be weighted according to the distance – 

weight w = 1/distance2  

 

Decision boundary: Each training example has an 

associated Voronoi region; it contains the data points for 

which this is the closest example 

Discussion: 

• Often very accurate 

• Slow for big datasets 

• Distance-based - requires normalization 

• Not effective for high-dimensional data (data with 

many features) -Solution – dimensionality reduction 

and feature selection 

• Sensitive to the value of k 

 

1-rule 

Generates 1 

rule that tests 

the value of a 

single attribute 

 

Which is the best rule (i.e. the best attribute)?  

• The one with the smallest error rate (i.e. with the 

highest accuracy) on training data 

 

 
                                                                       

 

 

 

1R – discussion 

• Simple and efficient algorithm, easy to understand   

• Numerical datasets require discretization  

• 1R has an in-built procedure to do this 

 

Rule-Based Algorithms: PRISM - rule-based covering 

algorithm – Accuracy on training data always 100% 

consider each class in turn and  

• construct a set of if-then rules that cover all examples 

from this class and do not cover any examples from the 

other classes 

 

Which test to add at each step?  

The one that maximizes accuracy p/t:  

• t: total number of examples (from all classes) covered 

by the rule (t comes from total)  

• p: examples from the class under consideration, 

covered by the rule (p comes from positive)  

• t-p: number of errors made by the rule  

• Select the test that maximises the accuracy p/t 
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Does the rule cover all hard examples? No, only 3/4, so 

we will need another rule  

• Delete these 3 examples and start again 

• Stop as all examples from class hard are covered  

• Follow the same process for the other 2 classes (soft 

and none) 

 

L3 Linear Regression : 

Prediction error/residual  

 

Our goal: select the line which minimizes SSE 

• Can be solved using the method of the least 

Squares 

 

The least squares method finds the best fit to the data 

but doesn’t tell us how good this fit it 

• E.g. SSE=12; is this large or small? 

 
 

SST = SSR + SSE 

SSE: sum of squared prediction errors (actual – predict) 

SST: sum of squared total errors (actual – mean) 

 

SSR: sum of squared regression errors (predict – mean) 

 
r - correlation coefficient; measures linear relationship 

between 2 vectors x and y (positive 

relationship or negative)  

R2 – coefficient of determination; measures how well the 

regression line represents the data . in multiple 

regression, R2 : multiple coefficient of determination 
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